
Probability Prelim January 2024

1. Let (Xn)∞n=1 be a sequence of random variables which converges to 0 in
probability as n→∞.

(a) Let M > 0 be a fixed number. Show that

lim
n→∞

E[|Xn|1|Xn|≤M ] = 0.

(b) Show that, if there exists a constant C > 0 such that E[|Xn|α] ≤ C
for all n ≥ 1, then we have limn→∞E[|Xn|] = 0.

2. Let (Yk)
∞
k=1 be a sequence of independent random variables with

P (Yk = 1 +
√
k) = P (Yk = 1−

√
k) =

1

2
, k ∈ N.

(a) Compute E[Yk] and Var(Yk).

(b) Show that there exists two sequences of constants (an), (bn) such
that, as n→∞,

Y1 + . . . + Yn − an
bn

converges in distribution to a standard normal random variable.

3. Let (Xk)
∞
k=1 be i.i.d. random variables with probability density function

f(x) =

{
2x−3 when x ≥ 1
0 when x < 1.

(a) Prove that Xn/
√
n converges to 0 in probability as n→∞.

(b) Prove that Xn/
√
n does not converge to 0 almost surely as n→∞.

4. Let (Xk)
∞
k=1 be the same i.i.d. sequence of random variables as in Prob-

lem 3. Let Mn = maxk=1,...,nXk denote the maximum of X1, . . . , Xn.

Prove that Mn/
√
n converges in distribution to a random variable Z, and

identify the distribution of Z by finding its probability density function.
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