Linear Models Prelim Exam

12-4pm, Tuesday, August 20, 2013

. Let x=(X,,X,)" ~N,(ul,,%), where = = (1-p)I, + @/, . Let
0 = (X1 _Xz)2 and 0, = (Xl +X2)2'

(a) Show that Q, /2(1- p) hasa y? distribution.

(b) Prove that O, and Q, are distributed independently.

. Consider a linear model, y = X B + €, with E(€) =0 and Var(e) = ¢*I,, where
r(X)=p. Show that Y-, Var(#,) = p 6% where ¥; is the predicted value of y; for
i=1,...,n.

. Let Yyj=p+ 17; + €, and €;j~1i.i.d.N(0, 0?),i=1, ...,a,j=1, ..., n. For
B=1tq,..,t,)", define

=31t — 1 7 |/JIT+ D).

(a) Show that u is not estimable function.
(b) Verify ¢’ B is estimable.
(c) Construct a 95% confidence interval for ¢

. The multivariate linear regression modelis Y = 7, + ¢ with

(@xm)  @x(r+1)) (r+1)xm) (nxm)
E(g,) =0 and Cov(g,,&,,) = 0,1, 1,k=1,2, ..., m and the rank of the design
matrix Z, rank( Z)= r+1 <n. The m observations on the ;" trial have
covariance matrix X = {0}, but observations from different trials are uncorrelated.
Show that

(a) The least square estimator p = |_|§(1) : B(z) Do ﬁ(m) _ satisfies
E(B) =B and Cov(B.B4y) = 04(Z2)", i,k =1,2,..,m.
(b) The residuals & =[&,, i £, | - | & |- Y -Zp satisfy E#) =0 and

E@E€g)=mn-r-nHXx.

(c) |§ and £ are uncorrelated.



5. Let X,, X,,X;,X, and X, be independent and identically distributed random
vectors with mean vector pand covariance matrix X.

(1) Find the mean vector and covariance matrices for each of the two linear
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combinations of random vectors — X, + —= X, + =X, + =X, + - X and
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X, -X,+X;-X,+ X interms of p and X.
(11) Obtain the covariance between the above two linear combinations of random
vectors.

6. Suppose the observed data Y, has a binomial distribution denoted as Bin(n,,7;).
Let y, =Y, /n;as a sample proportion of success for #, trials and record a single
predictor variable X, along with the n,trials, i=1,2,...,N. A logistic regression
model is fitted to the data as

_ exp(a + pX,)
1+ exp(a + X))

. A G .
(1) Show that — = zni(yi -m,) and — = En[(yi -m,)X,, where [ is the
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1= 1=

logarithm of likelihood function with data {(Y,, X,,n,),i=1,...,N}.
(11) Show the maximum likelihood estimator of « and f using Fisher Scoring
algorithm.



