Statistics and Probability Preliminary Examination
May 2015

Note: To pass this exam, you need to pass both Statistics and Probability
parts.

PART I - STATISTICS

1. Let X3, X, ..., X, be iid according to the uniform distribution U(a —
B, a+p), where o and (3 are both unknown. Find the UMVU estimators
of a and f.

2. Let Xy,...,X,, and Y7, ..., Y, represent two independent random sam-
ples from the respective normal distributions N (uy,0%) and N (ug,03).
Here, all parameters are unknown but it is given that o? = 403.
Give the exact Likelihood Ratio Test for testing Hy : py = po V..
H, : puy # po at significance level «, stating the rejection region in
terms of the percentile of a familiar distribution.

3. Let X3, ..., X,, be iid random sample with Beta(d,2) distribution with
pdf
flz;0) =000+ 12" '1—-2) 0<x<1,0>0.

(a) Show that the estimator T, = % is asymptotically normally
distributed in the sense \/n(T,, — #) converges in distribution to
N(0,02(0)) for some function o%(#), and give the expressions for
a?(0).

(b) Determine if 7;, is asymptotically efficient in the sense that it
asymptotically achieves the lower bound for variance of unbiased
estimator of 6.

4. Let X1, ..., X, be iid random sample from U(6,6 + 1), where —oo <
f < oo and it is unknown. Assume a prior distribution for 6 given by
the probability density function

1
m(0) = 56"‘9‘, —00 < 0 < 0.
Find the Bayes estimate of § with respect to the quadratic loss function,
i.e., find the posterior mean.



PART II - PROBABILITY

5. Let {U, }nen be a collection of i.i.d. random variables distributed uni-
formly on interval (0,1). Consider a triangular array of random vari-

ables { X,k tr=1,..nnen defined as

.....

1
Xnk = Liymu<1y — N
Find constants {a,, b, }nen such that
Xpq 4t Xy — b
nit  F Ann = O = N(0,1).

Qn

6. Prove the following weak law of large numbers for triangular arrays.
Let { X,k }k=1,. nnen be independent random variables without any as-
sumptions on the moments. Let Yy, .. = Xy k1 x, 11<n)- Suppose that

(1) lim, oo Y ey P(|Xpk| > n) =0 and
(i) limg, oo n ™Y 0 E(Y,2,) = 0.
Set Sy, = Xp1+ -+ X, and a,, = >, EY, ;. Show that

Sn_an
n

— 0 in probability as n — oo.

7. Let {X, }nen be i.i.d. random variables with E|X;| < co. Show that

.....

= (0 almost surely.

Hint: You may want to first consider X,,/n.

8. Let X1, Xs,... be independent random variables with
1 1
PX,=1)=PX,=-1)=—,P(X,=0)=1——.
(Xa=1)=P(Xy=—1)= o P(X, =0) =1
Let Yo = 0 and for n > 1, set
v — X, ifY, 1=0
no nYn_lan\ if Yn—l 7é 0.

Show that Y,, converges to zero in probability, but not almost surely.



