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Statistics

1. Suppose that Xi,..., X, are i.i.d. Poisson(f), and 6 has the Gamma(a,
b) prior distribution with mean ab, show that, given (Xi,...,X,) =

(z1,...,2n), the posterior distribution is Gamma( a + Z;L:1 xj, ﬁ‘nb).

2. Let X and Y bp independent exponential raI}Jdom variables, with densities
fa(z) = ye 3z > 0] and gu(y) = ie_ﬁ [[y > 0]], respectively. We
observe Z and W with

. _ 1 if Z=X
Z =min(X,Y) andW—{ 0 if Z=Y
Find the MLE of A and p.

3. Suppose that X ~ Beta (o, ), show that the Fisher information matrix
is:

—¢'(a+f) V' (B) = (a+ )

where 9(x) = ?I((f)) (the digamma function) and ¢'(z) = “Le(z) (the

trigamma function.)

N ) = ( W) v+  —v(a+p) ) |

4. Let X4, Xs,...,X,, denote the incomes of n person chosen at random from
a certain population. Suppose that

f(z,0) = A= 4> ¢
where 6 > 1 and ¢ > 0. (c is known)

a Express mean income 4 in terms of 6.
b Find the optimal test statistic for testing H : = pg vs. K : p > po

¢ Use the central limit theorem to find a normal approximation to
critical value of test in part [b].



5. Suppose that Xi,..., X,, are i.i.d. Poisson(f), and 6 has the Gamma(a,
b) prior distribution whose mean is ab, show that, for a > k, the Bayes

estimator under the loss function Lg(d, §) = (eg,fl 2 s given by
E(©'*z b
su(z) = 2O D) (nZ+a— k),

T EO©FF)  1+nb
where T := %2?21 ;.

6. Suppose that X, Xs,...,X, is a random sample from N(u, o?) with
unknown g € R and unknown o2 > 0. Let 6 = (61,65) = (u,0?) €0 =
R x R+.

(a) Find the UMVUE @, (X1, Xo, ..., X,,) of q(f) = 2 = £,

Vo, o
(b) Find the limiting distribution of v/n{g,(X1, X2, ..., X,) — £} asn —
00.
Probability
1. Suppose X1, Xo,... are independent identically distributed random vari-

ables taking values 1, ..., r with probabilities p1, ..., p,. Let L(X1,..., X,,)
denote the likelihood of the sequence X1,...,X,. Prove that

1
——log L(X1,...,X,) = h
n
where h = — 271;:1 prlog p,- is Shannon’s entropy.

2. Suppose that X; < X5 < ... and that X, L, x. Show that X,, — X
with probability 1.

3. Suppose X,, has density f,(z) = 1+ cos(2nrnz) on interval [0,1]. Show
that X,, = X for some X.

4. Suppose X1, Xs,... are independent random variables with distribution
Pr(X; =1) = py and Pr(Xj;, = 0) = 1—pj. Prove that if Y Var(Xy) = oo

then N
Zk:l(Xk - Pk:)
\/ZZ:1 pk<1 - pk)
5. Prove that for X >0

= N(0,1).

E(*) =1 +/ e' Pr(X > t)dt.
0

6. Suppose that f : R? — R is continuous. Show that X, P, X and Y. Ly
imply (X, Ya) 2 f(X,Y).



